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*Abstract*— Generative AI models trained on large uncurated image corpora often appropriate artists’ copyrighted work without consent. We introduce SPECIOUS (Spectral Perturbation Engine for Contrastive Inference Over Universal Surrogates), a universal, multi-model defensive technique that embeds imperceptible high-frequency perturbations into the luminance (Y) channel of YCbCr representations. At inference time, these perturbations remain invisible to humans but systematically degrade feature embeddings across multiple surrogate models (ResNet-50, CLIP ViT-B/32, etc.), preventing downstream generative or classification tasks from reproducing the protected style. Our U-Net-based generator works in the Fourier domain, with a learnable high-pass mask, while our novel SpeciousLoss simultaneously minimizes LPIPS perceptual distance and maximizes the surrogate model’s feature distortion under a strict perceptual threshold. We demonstrate that S.P.E.C.I.O.U.S. effectively fools zero-shot predictions and classifications, generalizes across resolutions, and preserves visual fidelity.
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# Introduction

The recent “Ghiblification” phenomenon, more like a social media trend—in which users transform images into a Studio Ghibli style via ChatGPT’s image model [1][2][3]—has reignited urgent debates about copyright and artist rights in AI-generated art. Studio Ghibli itself has weighed legal action against OpenAI [4], but trademark and copyright statutes offer only partial recourse because “visual style” per se often falls outside traditional infringement claims. Meanwhile, AI companies continue to scrape public and private image repositories—often including copyrighted works—without artists’ consent [5][6], allowing models like DALL·E 2, Midjourney, Stable Diffusion, etc, to reproduce distinctive styles in seconds. Authors and illustrators worldwide report moral injury, as their life’s work is co-opted without credit or compensation [7].

Adversarial perturbations offer a pathway for self-defence [8]: small, model-imperceptible modifications that disrupt downstream inference. Empirical studies demonstrate that such perturbations concentrate in high-frequency components (sharp edges and textures)—that deep networks exploit to build feature representations [9][10], while leaving low-frequency content (soft edges and textures) intact. Furthermore, perturbations applied in the YCbCr color space show that changes in chrominance (Cb, Cr) are less salient to humans, but the most effective adversarial distortions actually arise in the luminance (Y) channel [11].

## Limitations of Existing Defences

Although tools like Glaze and Nightshade represent important steps toward protecting artists, they exhibit several key shortcomings that hinder their broader applicability:

### Model-Specific Targeting: Both Glaze and Nightshade focus narrowly on Stable Diffusion–style pipelines rather than offering a general defence. Glaze’s perturbations are designed specifically to mislead diffusion-based generators (e.g., Stable Diffusion or Midjourney) and may not transfer to other architectures or tasks [12][13]. Nightshade likewise tailors its poisoning attack to prompt-specific vulnerabilities in text-to-image diffusion models, requiring intimate knowledge of a single target model’s training data and concept sparsity [14]. In contrast, SPECIOUS can incorporate any number of surrogate models—from ResNet-50 classifiers to CLIP encoders—via its dynamic loss function, making it universal across architectures [15].

### Dependence on a Target Label: Nightshade’s prompt-specific poisoning hinges on choosing exactly which concept or class to corrupt [16]. You must supply a target label that directs the model’s latent representation into an unwanted state. Glaze similarly bakes in perturbations aimed at derailing the model’s style mimicry for a predefined artist. SPECIOUS, however, functions as a label-agnostic perturbation engine [17]: it crafts universal changes that degrade feature embeddings broadly, without needing to specify any particular downstream label or prompt.

### Single-Metric Penalty: Both prior defences apply only an LPIPS penalty [18] to control perceptual visibility, so they minimize human-noticeable changes but do not actively push feature representations apart. SPECIOUS’s SpeciousLoss, by contrast, is a bi-objective function: it simultaneously minimizes LPIPS and maximizes distortion in multiple surrogate feature spaces. This balanced approach guarantees both stealth and efficacy, rather than sacrificing one for the other.

### Neglect of Y-Channel Perturbations: Glaze and Nightshade operate solely in the RGB pixel domain [19], dispersing small cloaks uniformly across red, green, and blue channels. Yet perceptual and adversarial research shows that the luminance (Y) channel in YCbCr carries the most potent perturbations—human vision is less sensitive to chrominance, but deep networks leverage brightness variations heavily. SPECIOUS exploits this by concentrating all changes in the Y channel, preserving color fidelity while attacking the model-relevant signal.

### Overlooking Frequency-Domain Structure: Neither Glaze nor Nightshade uses frequency-domain filtering [20], neglecting the fact that adversarial deltas predominantly occupy high-frequency bands—edges and textures—that classification and generative models rely on. SPECIOUS embeds a learnable high-pass mask in the Fourier domain, adaptively isolating precisely those spectral regions where perturbations inflict maximum damage, ensuring minimal perceptual impact.

Taken together, these limitations underscore why a universal, multi-model defence—one that works at inference time, requires no specific label, balances perceptual and feature distortion, targets only the Y channel, and leverages frequency analysis—is essential for protecting creative content in the age of generative AI.

## Our Approach: SPECIOUS

We propose **SPECIOUS** (Spectral Perturbation Engine for Contrastive Inference Over Universal Surrogates), which integrates four key innovations:

### **Frequency-Domain Perturbation on Y Channel:** We transform only the Y channel into the Fourier domain [11][21], apply a learnable high-pass mask to isolate sharp edges and textures, then invert back to the spatial domain. This focuses perturbations on features that both classification (ResNet-50) and zero-shot (CLIP ViT-B/32) models rely on.

### **U-Net Generator with FFT/IFFT Blocks:** A bespoke U-Net architecture [22] ingests the high-frequency component and outputs a single-channel perturbation, ensuring the capacity to learn complex spatial patterns while maintaining low inference cost.

### **Specious Loss: Joint Perceptual and Feature Distortion Objective:** To train this, we designed SpeciousLoss, which balances two goals:

#### Perceptual fidelity, by minimizing LPIPS (a learned measure of human-perceived similarity) under a strict threshold.

#### Model disruption, by maximizing the difference in feature representations extracted by several pre-trained networks.

An exponential formulation keeps the loss positive and smoothly balances these pressures, while a penalty term ensures we never exceed our perceptual budget.

### **Universal Multi-Model Defence:** By training against multiple surrogate models simultaneously, SPECIOUS generates perturbations that generalize across architectures and tasks, unlike prior single-model attacks [15][24].

We demonstrate that SPECIOUS preserves visual fidelity while achieving high fooling rates (> 70%) on both classification and zero-shot generative benchmarks.

# Related Work

1. **Style-Cloaking and Dataset-Poisoning Attacks**

**Glaze’s Style Cloaks**  
Glaze crafts tiny RGB perturbations (“style cloaks”) that artists can apply before sharing images, so that diffusion models trained on these cloaked versions learn a skewed style representation rather than the true artistic style. In a large‐scale user study involving over 1,000 professional illustrators[12][13], surveyed artists found the visual changes acceptable, and automated CLIP‐based metrics confirmed **over 92% disruption** of style mimicry under normal conditions and still **above 85%** under adaptive counter-attacks. However, Glaze’s effectiveness hinges on models fine-tuned on cloaked data and does not extend to inference-time scenarios.

**Nightshade’s Prompt-Specific Poisoning**  
Nightshade takes a data-poisoning route[14] by injecting carefully crafted image–text pairs into the Stable Diffusion training set, such that fewer than **100 poisoned samples** can hijack a model’s response to a specific prompt (e.g., making “a cat” generate flowers instead). These poison images are visually indistinguishable from authentic samples and can even “bleed through” to semantically related prompts. Yet because Nightshade requires **access to and modification of the training pipeline**, it cannot defend images shared against black-box, inference-only attacks.

1. **Frequency-Domain Adversarial Perturbations**

Early work revealed that gradient-based adversarial deltas concentrate in **high-frequency bands** [9][25]—the fine edges and textures that convolutional networks heavily weight. Building on this, researchers have embedded **spectral filtering layers** inside defences to emphasize low-frequency content for robust recognition, effectively “damping” model sensitivity to perturbations. Other defences apply **input transformations in the Fourier domain**, such as mixing or removing select frequencies, to neutralize adversarial noise before classification. These techniques underscore the power of frequency analysis, but most target single architectures or rely on fixed, hand-crafted filters rather than learnable, adaptive masks.

1. **Perceptual Metrics in Adversarial Optimization**

To achieve “stealthy” attacks, perceptual fidelity is critical. The **Learned Perceptual Image Patch Similarity (LPIPS)** metric[18] aligns deep feature distances with human judgments, mapping differences onto a **0–1 scale**. LPIPS has been used both as an evaluation metric and as a **loss term** during adversarial example generation, ensuring perturbations remain below human-noticeable thresholds. The **Perceptual Sensitive Attack** further integrates LPIPS constraints to maximize downstream task disruption under tight perceptual budgets, illustrating how perceptual losses can guide more effective black-box attacks. However, existing methods seldom **jointly optimize** LPIPS and multi-model feature distortion under a strict threshold.

1. **Y-Channel Specific Attacks**

Pestana et al. demonstrated that adversarial perturbations “prevail” in the **luminance (Y) channel** [11] of YCbCr space, achieving higher fooling rates for the same perturbation budget compared to RGB-space attacks. Their **ResUpNet** defence uses a Y-channel de-noising network to remove adversarial noise (from FGSM, PGD, DDN) while leaving chrominance untouched, thereby preserving color fidelity. This work highlights how human sensitivity to chrominance changes is lower, making Y-focused perturbations more “efficient”—yet most RGB-based defences ignore this channel specificity.
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